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1 EXECUTIVE SUMMARY 

This report presents the LifeChamps HPC platform and development environment. The 

HPC platform provides a common facility to perform computationally intensive data 

analytics processing required by the LifeChamps system. It is implemented as a 

centralized execution environment specifically developed and built to meet the 

requirements of the LifeChamps project. The facility is hosted in Dell Technologies’ HPC 

lab in Frankfurt, Germany, on dedicated hardware infrastructure. LifeChamps partners 

access the HPC platform by means of a secure VPN connection. The facility executes 

isolated data analytics tasks and can therefore be used for both test and production 

tasks.  

With advances in CPU and GPU technologies it is now possible to run inference ML 

models on conventional servers and possibly on devices at the edge of the cloud; but 

for the computationally intensive training phase of ML models, it is often necessary to 

have a centralized HPC environment under the supervision of data scientists. 

Additionally, the HPC platform can also draw on the centralized data warehouse for 

training data collected from multiple edge devices. Trained ML models can then be 

distributed to remote devices for the data inference phase or processed centrally on 

the HPC platform. Effectively the HPC platform is implemented as a PaaS data analytics 

environment to the LifeChamps system.        

The report describes the architecture used to implement the HPC platform and its 

relation to other components of the LifeChamps system. It also describes how the data 

scientists and administrators can interact with the HPC platform to perform the 

analytics tasks to fulfil the LifeChamps data processing objectives.      
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2 INTRODUCTION 

HPC platforms play a pivotal role in the processing of computationally intensive 

analytics tasks that are beyond the capabilities of conventional servers. The advances 

in ML models in recent years, particularly when using ever larger DNNs, has led to the 

need for highly scalable HPC platforms to make the computations tractable in a 

reasonable timeframe. These HPC platforms consist of clusters of CPUs and GPUs with 

access to large amounts of memory and are capable of breaking down a 

computationally intensive task into smaller more tractable subtasks, which can then be 

distributed between the available processing units in the cluster. As the subtasks can 

typically be processed in parallel the whole task can be completed many times faster 

than on conventional servers. Additionally, their scalability enables them to handle 

much larger datasets than could be imported to a single server. Having the HPC 

platform as a common resource means that many data scientists can use the central 

facility at the same time, making the overall usage of resources more efficient.            

2.1 THE ROLE OF HPC IN DIGITAL HEALTH TECHNOLOGIES 

In recent years, HPC platforms have greatly contributed to the development of digital 

health technologies [1]. With the advantage of faster more powerful computing 

systems, computer science has taken a great leap forward over the past two decades, 

which has facilitated the processing of big data in the medical science field. 

Recognition of rare and chronic diseases and health patterns may help patients receive 

faster and better medical services. For example, certain biomarker data from RNA/DNA 

analysis allows clinicians to predict many disorders in the early stages [2], before the 

conditions become acute. However, the large amount of data required to be processed 

requires equally scalable HPC platforms to be able to analyze it in a reasonable 

timeframe. These biomarkers and metabolic data analysis also provide valuable hints 

for oncological studies as well as, predicting many genetic disorders [3][4]. Moreover, 

it helps to assist doctors in evidence-based diagnosis, which saves time compared to 

manual data processing, and lowers overall costs to medical facilities. HPC platforms 

can process the ensemble of data sources from clinical trials, experimental lab notes, 

and patients’ health history, which helps to verify the preliminary results. 

Artificial Intelligence can also be used to build extensive systems for most of the 

commonly used software packages in the above-mentioned areas [5], which makes it 

able to drive innovation in the combination between High-Performance Computers 

and AI/ML, in addition to the integration with the current workloads and required 

technology segments. 

2.2 PURPOSE OF THE DOCUMENT 

Although there have been significant recent scientific advancements, the health care 

sector continues to lag behind the state of the art in the use and deployment of general 

purpose computing facilities [6], which are more efficient and cost effective. Using HPC 
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3 HPC PLATFORM CONCEPT 

The illustration below shows the concept of the LifeChamps system, and below the 

more detailed process view. Patient data are collected from sensors close to the edge 

gateways located in their homes. The edge gateways run light inference tasks to 

factorise the data and extract meaningful conclusions. The original sensor and 

factorised data is then forwarded to the main LifeChamps system where it is stored in 

the data warehouse for further analysis by more powerful inference models. The data 

can then be used to train ML models for frailty analysis and QoL on the HPC platform. 

So, the HPC platform can be thought of as an analysis PaaS component for the rest of 

the LifeChamps system.  

 

 

FIGURE 1 – SYSTEM ARCHITECTURE 
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FIGURE 2 – LIFECHAMPS END TO END PROCESS VIEW 

Over the last decade ML models have increased significantly in size and complexity, 

likewise the data sets needed to train them have equally grown in size. For many data 

science applications this has grown beyond the capabilities of a single server or laptop, 

even if they are fitted with hardware accelerators, such as GPUs. This increased 

processing requirement has led to the development of HPC infrastructure, where many 

compute nodes are clustered together to act as a single giant processing facility, where 

data processing tasks can be spread across the available nodes in the cluster. With the 

addition of hundreds of GPU cores, the HPC platform can scale to meet the modern 

data processing requirements. Additionally, having a common HPC facility allows it to 

be shared between many users of the LifeChamps system, rather than each user having 

their own dedicated high capacity data processing server or laptop, which means that 

the central HPC PaaS environment can be shared, thus maximizing the reuse of 

resources. In some cases a single laptop or server may not be able to train the ML 

models in a reasonable timeframe, and thus a central HPC cluster may be the only 

viable option.       

The challenge became a critical part of developing a dedicated HPC platform suitable 

for meeting data processing needs of the LifeChamps project. The LifeChamps HPC 

platform, developed as part of WP3, addresses this challenge by allowing the developer 

to write simplified code in any suitable programing language as a data processing task. 

The task can then be encapsulated and run on the HPC platform in dedicated user 

environments, and distributed across the available nodes in the cluster; GPUs provide 

the floating point processing needed to shorten the training time due to the massive 

parallel processing the HPC platform provides.  
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3.1 ABSTRACTION OF HPC PLATFORM 

HPC platforms are often provided without consideration of the types of workloads they 

need to support or the skill level of the user, and the data science and application 

development layers are often absent. Data Scientists are highly skilled in the 

preparation of the data and the development on sophisticated ML models, but they 

should not have to be burdened with the intricacies of how the HPC platform 

distributes the task across the available nodes in the cluster. The implementation of 

the LifeChamps HPC platform abstracts this complexity of how the models are 

processed from the user, thus allowing the user to focus on the AI models themselves.     

The LifeChamps HPC platform allows users to code for a single GPU, using any suitable 

programming language, with no concern for the underlying infrastructure the task will 

actually run on. When the code is executed, the HPC platform breaks the task down 

into subtasks and  distributes them to the available nodes in the cluster. The results 

can then be aggregated across all participating nodes. This process distributes code 

across multiple nodes and shortens the execution time by the number of parallel GPUs 

that can be used. To illustrate this, consider a simple example of a four-node HPC 

cluster, e.g. four nodes with four GPUs in each node provided by an HPC facility. When 

a user  issues a processing task, they should know the available infrastructure resources, 

the state of these resources, how the task will be broken down and deployed. If the 

user knew all of these details they could specify that two nodes are required for this 

task. The HPC platform would allocate two nodes and eight GPUs, four on each node; 

leaving the HPC facility with two free. However, the user should not be required to have 

an understanding of the underlying infrastructure and the technologies used to 

facilitate parallel processing, e.g. GPUs, HPC, C++, MPI, CUDA, and several other 

technologies. Typically, the user issues a processing task for a single node utilising 

GPUs, without knowing how to distribute the workload across all the available 

resources, which is not very efficient. 

ML frameworks, such as TensorFlow, are very powerful for implementing complex ML 

models, but they often lack the APIs to effectively manage deployment to complex 

training environments [10]. To simplify the deployment task the user needs to define 

their models without reference to the underlying infrastructure they will be trained on, 

i.e. the user should be abstracted from the underlying HPC platform. It is the HPC 

platform’s PaaS providers function to handle the implementation details. The 

LifeChamps HPC platform addresses these challenges by allowing the user to write 

code in any suitable  language, while the cluster allocates all necessary resources to 

provide the required parallelism of execution.  

Reconsidering the example above, the user requests and runs the task on the 

LifeChamps HPC platform. The platform distributes the task across the available GPUs 

and aggregates the results, greatly speeding up the process. If the available resources 

are only partially utilised, other tasks can be process from the job queue, providing 

both horizontal and vertical scaling. 
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4 OVERVIEW OF THE HPC PLATFORM 

In computing, a Beowulf class cluster computer is a multiprocessor architecture used 

for parallel computations [11][12], i.e. it uses multiple processors in parallel so that it 

has the computational power to tackle large scale data processing challenges. The 

architecture was first popularized in the Linux community when the source code used 

for the original Beowulf cluster, built at NASA [13], was made widely available. The 

Beowulf class cluster computer design usually consists of one head node and one or 

more compute  nodes connected via Ethernet, or some other highspeed network 

technology. While the original Beowulf software and hardware has long been 

superseded, the name given to this basic design concept remains “Beowulf class cluster 

computer”, or less formally “Beowulf cluster”. This section presents the architecture of 

the LifeChamps HPC platform and respective environment, together with a detailed 

description of the software components comprising the platform.  

4.1 CLUSTER ARCHITECTURE 

A Beowulf Cluster consists of a login, compile and job queue management node, called 

the head, and one or more compute nodes, often referred to as worker nodes. A second 

head node may be implemented to provide failover if the primary head node fails. A 

second faster network may also be implemented to facilitate higher performance and 

lower latency communication between the head and worker nodes.  

 

 

 

 

 

 

 

 

FIGURE 3 – REFERENCE HPC ARCHITECHTURE 

The HPC platform implemented for the LifeChamps project is based on Bright Cluster 

Manager2 and Bright Cluster Manager for Data Science, which provides tools and 

 

2 https://www.brightcomputing.com/ 
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applications to facilitate the installation, administration, and monitoring of the platform 

and correct operation of the cluster. The Bright Cluster Manager provides users with 

an environment for developing and running ML learning models that require extensive 

computational resources. 

 

FIGURE 4 - HIGH LEVEL NETWORKING DIAGRAM  

 

The bare metal servers that make up the infrastructure for the LifeChamps platform are  

Dell PowerEdge servers. For the data plane (Figure 4) the servers are connected using 

a highspeed network, such as gigabit Ethernet or InfiniBand. The highspeed network 

facilitates the movement of large quantities of data. The servers themselves are 

managed by an out-of-band control plane called Integrated Dell Remote Access 

Controller (iDRAC), which provides secure local and remote server management, and 

assists IT administrators in deploying, updating and monitoring the servers remotely 

(Figure 5). 

 

 

FIGURE 5 - HIGH LEVEL IDRAC MANAGEMENT NETWORK 
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4.2 HPC PLATFORM SOFTWARE STACK 

A software stack (Figure 6), is implemented on top of the bare metal servers to provide 

the data processing facility required by the LifeChamps project.   

 

FIGURE 6 – HPC SOFTWARE STACK 

At the base of the stack is the hardware interface layer, and above it the cluster control 

layer. Above that is the job management layer, provided by tools such as Slurm. Next 

are the model and virtualized environment frameworks, such as Anaconda and 

TensorFlow. Lastly the data processing languages used to implement the data models.    

4.3 LOGICAL VIEW OF THE HPC PLATFORM CLUSTER 

Figure 7 gives a logical overview of the HPC platform and its constituent components. 

This section describes the components in more detail.  



LIFECHAMPS 875329 |  D3.1 - Container infrastructure and libraries for Big Data analytics on 

HPC 

 

 

LIFECHAMPS_Deliverable_D3.1.V.3.0 p.  20/32  

   

 

FIGURE 7 - HPC LIFECHAMPS PLATFORM LOGICAL VIEW 

 

4.3.1 SHARED NFS 

The shared NFS is mounted and accessible by all nodes in the cluster. It is used to store 

the training data that will be provided to the cluster for training the ML models under 

development, as well as the resultant models and outputs from the training runs. It 

also stores the Anaconda 3 Python runtime installation, its associated base packages 

and the additional packages required for data analytics, which are discussed later. 

4.3.2 ANACONDA 3  

Anaconda3 is a runtime environment for programs written in Python. The LifeChamps 

HPC platform uses version 3 of Ananconda. A core subcomponent of Anaconda is its 

package and environment manager, which provides separate virtual environments for 

each user to develop their code in isolation, possibly using incompatible software 

libraries. Conda4 is used to sets up each runtime environment and the addition 

packages specified by the user to perform the required analytic task. This feature allows 

 

3 https://www.anaconda.com/ 

4 https://docs.conda.io/en/latest/ 
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multiple LifeChamps users to interact with the HPC platform at the same time, without 

causing package dependency conflicts. Every user or group of users will be provided 

with individual virtual environments for development.  

Anaconda was created for running Python programs, but can be used for software 

languages, such as R. In addition to the standard Python packages several other 

common data science packages are installed to facilitate development: Tensorflow, 

Keras, Pytorch, Scikit-learn, Numpy, Pandas, Cv2, Dask, Scipy and R. 

4.3.3 CLUSTER NODES 

The current LifeChamps HPC cluster is composed of 4 nodes, but this can be scaled, if 

required, by adding additional nodes in the future. The internal components of the 

head and compute nodes are described in the following subsections. The nodes and 

the shared storage are interconnected by an InfiniBand network switch5, which 

facilitates highspeed data communication.  

4.3.4 CLUSTER INTERFACES 

The main interfaces to the cluster are provided via the head node, which is the entry 

point into the cluster. The head node controls the operation of the cluster, and serves 

files and information to the nodes. It is also the cluster’s console and gateway to the 

users and external systems. The cluster has its own control network, so access to the 

internals of the cluster starts by login in to the head node using one of three interfaces: 

user portal, cluster management GUI or the cluster management shell (ssh), which will 

be described in more details in the of Head node subsection. 

4.3.5 DATA WAREHOUSE 

The cluster interfaces with the LifeChamps data warehouse to pull training data and 

enrichment data for the ML models. Once the models are trained, they may be 

deployed to the local or global engine. This process will be described in the sequence 

diagrams of the ML process.  

4.4 HEAD NODE 

The following section describes the detailed architecture of the cluster head node, 

which is illustrated in Figure 8. Most of the components are common across both the 

head and compute nodes, so are introduced in this subsection.   

 

5 https://en.wikipedia.org/wiki/InfiniBand 
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 FIGURE 8 - HPC HEAD NODE 

Open source software is typically used to implement the Beowulf cluster stack, e.g. a 

Linux operating system, the GNU C compiler collection and open-source 

implementations of the Message Passing Interface (MPI) standard6.  

The head node controls the operation of the whole cluster and serves files and 

information to the nodes. It is also the cluster’s console and gateway to users and 

 

6 https://www.open-mpi.org/ 
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external systems. Large Beowulf clusters may have more than one head node and other 

nodes dedicated to particular tasks, e.g. consoles or monitoring stations. In most cases 

compute nodes in a Beowulf cluster are not involved with the management of the 

system, but focus on providing data processing functionality.  

4.4.1 CPU DRIVERS AND INTEL MIC 

Traditionally, drivers are computer files that allow a computer's OS to recognize a 

device, such as a video card or a printer, and allow the computer to interface with the 

device. Additionally, CPU drivers are programs that allow the system to modify the 

operation of a server’s  CPU in different ways. Intel® MIC Architecture combines many 

Intel® processor cores onto a single chip. Users can develop programs to run on these 

processor cores using standard C and C++ source code. The same program source 

code written for Intel® MIC can be recompiled and run on a standard Intel® Xeon® 

processors. This abstracts the code from the specific processor architecture it is running 

on. 

4.4.2 MEMORY 

Memory is a critical enabler for HPC platforms. While an application that is CPU-bound 

or I/O-bound would typically run on less powerful machines, though possibly more 

slowly, a memory-bound application requires a certain minimum amount of memory 

to be available before it can run. This is further complicated by the price of RAM, as 

they can be one of the most expensive components of a server. Applications that need 

to run on an HPC environment oftentimes are memory-bound, as they typically are 

analyzing or creating a large amount of data that cannot easily be processed 

independently. While many applications are also CPU-bound, long running 

computations are acceptable to researchers. What is not acceptable is a computation 

that cannot even be finished due to a lack of memory available.  

4.4.3 ETHERNET AND INTERCONNECT  

As previously discussed, ML model processing can become I/O-bound due to the large 

amounts of data needed to train them. Therefore, highspeed data interconnect is an 

important component in speeding up the overall performance of the HPC platform.  

The LifeChamps HPC platform uses the Mellanox InfiniBand switch to provide high 

speed data interchange between the nodes in the cluster. 

4.4.4 IPMI DRIVER 

The Intelligent Platform Management Interface (IPMI) is a set of computer interface 

specifications that provide management and monitoring functionality, which is  

independent of the underlying server’s CPU, BIOS or operating system. IPMI defines a 

set of interfaces used by system administrators for out-of-band management of servers 

and monitoring of their operation. 
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4.4.5 SCALEMP VSMP  

The ScaleMP vSMP architecture [14] is used to form the HPC cluster into a single unifies 

system by virilising the underlying physical resources, such as CPU and memory, and 

allowing the to be shared across multiple nodes in the cluster. The critical component 

is the InfiniBand network that provides extremely low latency between nodes. This 

effectively eliminates any human-resource overhead for cluster management, and a 

Linux administrator can manage the system effectively without detailed knowledge of 

the provisioning system, cluster management, fabric management or parallel file 

systems. All aspects are available as standard Linux OS functions on the aggregated 

system. 

4.4.6 CENTOS 8  

The LifeChamps HPC platform is built on the CentOS Linux distribution. At the time of 

building the HPC cluster this seemed the best option as CentOS is a stable and widely 

used Linux variant. However, Red Hat, who maintain CentOS, appear to have stopped 

development. In the short term the platform will continue to use CentOS but may 

switch to a similar variant of Linux in the future.  

4.4.7 CLUSTER IMAGES 

A software image is a blueprint for the contents of the local filesystems on a regular 

node. In practice, a software image is a directory on the head node containing a full 

Linux filesystem. The software image in a standard Bright Cluster Manager installation 

is based on the same parent distribution that the head node uses. A different 

distribution can also be chosen after installation. When a regular node boots, the node 

provisioning system sets up the node with a copy of the software image, which by 

default is called default-image. Once the node is fully booted, it is possible to instruct 

the node to re-synchronize its local filesystems with the software image. This procedure 

can be used to distribute changes to the software image without rebooting nodes. 

4.4.8 PROVISIONING  

Node provisioning is the process by which images are distributed to nodes in the 

cluster. Typically, this happens when the node is power-up and becomes active in a 

cluster, but node provisioning can also take place on a running node.  

Immediately after powering up a node, and before it loads the Linux kernel, a node 

starts its boot process in one of several possible ways: PXE booting, iPXE booting from 

disk, iPXE booting using InfiniBand. The action of providing a boot image to a node via 

DHCP and TFTP is known as providing node booting. The action of transferring the 

software image to the nodes is called node provisioning and is done by special nodes 

called the provisioning nodes. More complex clusters can have several provisioning 

nodes configured by the administrator, thereby distributing network traffic loads when 

many nodes are booting. Creating provisioning nodes is done by assigning a 

provisioning role to a node or category of nodes. In the case of the LifeChamps HPC 

platform, the head node has the provisioning role. 

https://www.centos.org/about/
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4.4.9 SLURM 

Slurm [15] is an open source, fault-tolerant, and highly scalable cluster management 

and job scheduling system for scalable Linux clusters. It does not require the kernel to 

be modified to perform its operations and is relatively self-contained. As a cluster 

workload manager, Slurm has three key functions. First, it allocates exclusive and/or 

non-exclusive access to compute nodes to users for some duration of time so they can 

perform tasks. Second, it provides a framework for starting, executing, and monitoring 

tasks on several nodes, e.g. the distribution of a task into subtasks. Finally, it arbitrates 

resource contention by managing the job queue of outstanding tasks. 

Slurmctld, sometimes called the "controller", is the primary management daemon of 

Slurm. It monitors the other Slurm daemons and resources, and allocates resources to 

those jobs. Given the critical functionality of slurmctld, there may be a backup server 

to take over the functions in the event that the primary server fails. Slurmctld 

orchestrates Slurm activities, including the queuing of jobs, monitoring the state of 

nodes, and allocating resources to jobs. The controller saves its state to disk whenever 

there is a state change. The saved state can be reloaded by the controller when the 

system restarts. State changes are saved so that jobs and other stateful configurations 

can be preserved when the controller switches to the backup or is restarted. 

4.4.10 MONITORING, HEALTH CHECKS MANAGEMENT  

Bright Cluster Manager monitoring allows an administrator to monitor important 

metrics about the operation of the cluster. Much of the monitoring consists of pre-

defined sample metrics. If a metric is available, but not yet monitored, it can be added 

to the existing definition by the administrator. In addition to viewing the data on 

demand, the cluster administrator can also view historical metrics for comparison. The 

historical monitoring data can either be stored in its raw form or aggregated to 

summarize the metrics. The data can be visualized within Bright View in the form of 

customizable charts, or distributed externally. Visualization helps the administrator 

spot trends and abnormal behavior and is helpful in providing summary reports on the 

operation of the HPC platform. In addition, metrics can be configured to set off alerts 

based on trigger points, and pre-defined or custom actions can be carried out 

automatically, depending on triggers. The triggers can be customized according to 

user-defined conditional expressions. 

4.4.11 LOCAL MODULES 

Local modules are environments setup to support third-party software. The software 

allows users to modify their shell environments using pre-defined modules. For 

example, a module may configure the user’s shell to run a certain version of an 

application. 

For a user to compile and run computational jobs on a cluster, a special shell 

environment is typically set up for the software that is used. However, setting up the 

right environment for a particular software package with the correct version can be 

difficult, and it can be hard to keep track of how it was setup. For example, users want 
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to have a clean way to bring up the right environment for compiling code according 

to the various MPI implementations, but this can quickly become confusing as to  which 

libraries have been used. This can end up with multiple libraries with similar names 

installed in a disorganized manner. A user might also want to conveniently test new 

versions of a software package before permanently installing the package. Within a 

Linux distribution running without special utilities, setting up environments can be 

complex, however the Bright Cluster Manager makes use of the environment modules 

package, which provides the module command. The module command is a special 

utility to make managing shell environment easier, and is based on Lmod7. In additional 

to local modules, cluster modules are available for shared applications that can be 

accessed from anywhere in the cluster, and typically reside on a common filesystem.  

4.4.12 CLUSTER MANAGEMENT DAEMON 

The cluster management daemon or CMDaemon is a process running on all head and 

compute nodes in the cluster. The cluster management daemons collaborate to 

facilitate communication between nodes in the cluster. When applications such as the 

command shell or Bright View communicate with the cluster, they are actually 

interacting with the cluster management daemon running on the head node. Cluster 

management applications never communicate directly with cluster management 

daemons running on compute nodes, but instead communicate through the head 

node. The CMDaemon application starts running on a node automatically when it 

boots, and the application continues running until the node shuts down. 

4.4.13 SSL / SOAP / X.509 / IPTABLES  

The Bright Cluster Manager supports a number of authentication and authorization 

technologies for different use cases. All traffic is passed over SSL in SOAP format and 

uses X.509 certificates.  SSH (Secure Shell) is used to remotely access cluster 

components over a network. The Bright Cluster Manager relies on Security group rules 

based on SSH keys managed by the Cluster Management. In addition, it is integrated 

with external Identity providers, management and interfaces with other nodes in the 

cluster. 

4.4.14 CLUSTER MANAGEMENT GUI 

Bright View is the web application front end for the Bright Cluster Manager. The cluster 

management GUI is designed to offer an interface that is simpler to use than a 

command line interface. It serves as a multi-user interface allowing different 

administrators to login with separate accounts, providing granular access control.  

 

7 https://www.admin-magazine.com/HPC/Articles/Environment-Modules-Using-Lmod 
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4.4.15 USER PORTAL 

Users have access to the monitoring information Bright Cluster Manager collects via 

the Bright User Portal. It provides each user with job metrics, accounting and reporting 

information about their jobs. 

4.5 COMPUTE NODE 

The function of the compute node is to perform the data commutations performed by 

the HPC cluster. The head node breaks the task down into subtasks and distributes 

them between the available compute nodes. In addition to CPUs, each compute node 

in the cluster is augmented with GPUs computation accelerators. GPUs can greatly 

speedup processing time for certain types of ML model training.        

 

 

FIGURE 9 – HPC COMPUTE NODE 

4.5.1 4 X P100 16GB GPUS 

Commodity graphics processing units (GPUs) have rapidly evolved to become high 

performance accelerators for parallel data computing. Modern GPUs contain hundreds 

of processing units, capable of achieving up to 1 TFLOPS for single-precision (SP) 

arithmetic, and over 80 GFLOPS for double-precision (DP) calculations. Recent high-

performance GPUs optimized for HPC contain up to 32GB of onboard memory, and 












